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Abstract

Preconditioned iterative solver is one of the most powerful choice such as IC (Incomplete Cholesky) or ILU (Incomplete LU) factorization method for large-scale scientific computation. But in these methods, iteration number until convergence increases as the problem size becomes larger. In multigrid solvers, the rate of convergence is independent of problem size and the number of iterations remains fairly constant. Multigrid is also a good preconditioner for Krylov iterative solvers. In this study, multigrid preconditioned conjugate gradient iterative method (MGCG) on parallel computers has been developed and applied to the Poisson equation in the region between dual sphere surfaces on semi-unstructured prismatic grids generated adaptively. Moreover this procedure has been also applied to the grids with local refinement.

Introduction

In many large-scale scientific simulation codes, almost computation is spent for linear solvers. Preconditioned Krylov iterative solvers such as ICCG (Incomplete Cholesky Factorized Conjugate Gradient)\(^1\) provides robust convergence for wide range of scientific applications. IC and ILU (Incomplete LU Factorization) include global dependent operations but they can be localized on parallel computations\(^2\) and smooth convergence has been obtained. Problem is that ICCG type solver is not scalable which means that iteration number increases as the problem size becomes larger. This is very critical if we solve \(>10^9\) DOF linear equations on \(>10^4\) processors.

Multigrid method\(^3\) is a very well-known scalable method. In multigrid solvers, the rate of convergence is independent of problem size and the number of iterations remains fairly constant. Multigrid is also a good preconditioner for Krylov iterative solvers. Multigrid solvers and preconditioners have been widely used in finite-difference methods with structured grids since mid 80’s but they are not popular in finite-element methods with unstructured grids. Recently, various types of multigrid methods for unstructured grids have been developed\(^4\)[5]\(^5\)[6]\(^7\)[8] both for parallel and serial computers.

In this study, multigrid preconditioned conjugate gradient iterative method (MGCG) on parallel computers has been developed and applied to the Poisson equation in the region between dual sphere surfaces on semi-unstructured prismatic grids generated adaptively based on the method in [8]. Moreover this procedure has been also applied to the grids with local refinement.

Multigrid Method : Overview

Multigrid is an example of scalable linear solver. Relaxation methods like Gauss-Seidel relaxation are used there. Gauss-Seidel relaxation methods can efficiently damp high-frequency error but low-frequency error is left. The multigrid idea is to recognize that this low-frequency error
can be accurately and efficiently solved for on a coarser grid. Recursive application of this idea to each consecutive system of coarse-grid equations leads to a multigrid V-cycle\(^3\) (Fig.1). If the components of the V-cycle are defined properly, the result is a method that uniformly damps all error frequencies with a computational cost that depends only linearly on the problem size. In other words, multigrid algorithms are scalable.

Multigrid algorithms tend to be problem specific and less robust than preconditioned Krylov iterative methods. Fortunately it is easy to combine the best features of multigrid and Krylov iterative methods into one algorithm, multigrid preconditioned Krylov iterative methods. The resulting algorithm is robust, efficient and scalable.

One of the most important issue in multigrid is how to construct coarse grids. There are two basic multigrid approaches: geometric\(^7\)[8] and algebraic\(^6\). In geometric multigrid, the geometry of the problem is used to define the various multigrid components. In contrast, algebraic multigrid methods use only the information available in the linear system of equations.

The convergence rate of standard multigrid methods degenerates on problems that have anisotropic discrete operators which appear in very thin meshes near the wall for Navier-Stokes computation. Error becomes smooth in the direction where the connection is strong but not in the direction where the connection is weak. One popular approach in order to deal with anisotropic operators is to use semi-coarsening where the multigrid coarsening is not applied uniformly to all of the coordinate directions. By selecting NOT coarsening the grid in a certain direction, the anisotropy can be reduced on the coarser grid. This makes it easier for the smoother to eliminate other components of the high frequency error on the coarse grid.

**Current Approach**

**Applications**

In this study, target application is 3D incompressible thermal convection in the region between dual sphere surfaces. Semi-implicit pressure-correction scheme\(^9\) is applied. In this method, momentum and energy equations are solved explicitly and pressure-correction Poisson equation is solved for incompressible constraint. This Poisson equation part is the most expensive process in the entire computation and convergence acceleration of this process is very critical issue for the total speed of the method. In this study, the Poisson equation solver part is mainly considered.

Semi-unstructured prismatic grids generated from triangles on sphere surface are used. Meshes start from icosahedron and are globally refined recursively as in Fig.2. The grid hierarchy due to recursive refinement can be utilized for the coarse grid formation. In the current application, velocity components and temperature are defined at cell corners and pressure and potential for pressure correction are defined at cell center.

**Parallel MGCG solvers for Poisson Equations**

Parallel MGCG (Multigrid preconditioned Conjugate Gradient) solver is developed where Gauss-Seidel relaxation is used as smoother. The feature of the method is as follows:

1. V-cycle Multigrid Preconditioned MGCG solver, Gauss-Seidel smoothing.
2. Semi-coarsening in lateral and normal-to-surface direction.
3. Entire region is partitioned along radial (normal-to-surface) direction.
4. Multilevel communication tables are defined at partition interfaces (Fig.3).
5. Effect of local grid refinement can be considered.
6. Written in Fortran 90 with MPI\(^{10}\)
Results

Fig. 4 shows the CPU time on 2-16 Alpha Cluster connected through 100BT Ethernet. In these cases problem size per one PE is fixed as $320 \times 2048 = 655,360$ elements. Therefore $10^6-10^7$ size problems have been solved for 2-16 PEs. Solid line shows the results of MGCG cases. Computation time remains almost constant even for very large scale problems. This is because that iteration number is constant. On the contrary iteration number for ICCG solver increases along with PE number (= problem size).
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